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Outline

• My LSL Use Cases
• Streaming Motion Controllers
• Streaming Game Engine Events (in VR)
• Streaming intracranial neurophys data
• Remote control LabRecorder



My LSL Use Cases



Role PI Location Field

PhD Jon 
Wolpaw

Albany, 
NY USA

EEG-BCI;
Rat reflex

Postdoc Junichi 
Ushiba

Keio, 
Yokohama, 
Japan

EEG, 
TMS, 
fMRI, BCI 
for rehab

Sr. 
Research 
Associate

Adam 
Sachs

Ottawa, 
Ontario, 
Canada
(pictured)

BCI for 
PD 
therapy; 
invasive 
BCI

Winter/Summer in
Ottawa, Ontario, Canada



Device Name Manufacturer App

1608-FS (maybe others) MCC MeasurementComputing

Unreal Engine 4 Epic Games /SachsLab/lsl-ue4

Epoc+ EMOTIV emotiv

g.USB, g.HIamp, g.Nautilus g.tec g.Tec/gNEEDaccess

Wiimote, Wii balance board Nintendo wiimote

Various VR systems Valve, HTC, various OpenVR

LSL Contributions
• Apps

• Cross-platform build system (cmake)
• Devops
• Language wrappers (Python, C# - Unity)
• XDF
• Support on GitHub and Slack



Wolpaw and Wolpaw, 2012

Assistive 
communication
device

Induce and 
guide adaptive 
plasticity



Lin et al., Journal of Medical Sciences, 2014

Clinical & 
Research 
Setting 1





Alonso et al., 2018



Camalier et al., Front. Neurol. 2014

Microelectrode Mapping







Michael Leung
Neuroscience MSc Student



Prototype from Justin Sutherland of the Realize Lab at OHRI/TOH



Neuro Cognitive 
Communicator (NCC-1701)

Clinical & 
Research 
Setting 2





LSL Details



Motion Controllers



/labstreaminglayer/App-OpenVR



Device SDK 
(OpenVRàSteamVR) 
maintains internal model of 
kinematic behaviour and 
current state estimate.

Predicts state at t from 
current state at t0.

Updates state whenever it 
gets new sensor data.



• IMU update ~ 500 Hz
• Optical update ~ 60 Hz



/labstreaminglayer/App-OpenVR

Pose = Px, Py, Pz, Oy, Op, Or

Euler Angles



…

poseChanLabels
<< "00" << "01" << "02" << "X"

<< "10" << "11" << "12" << "Y"

<< "20" << "21" << "22" << "Z";



Summary

• https://github.com/labstreaminglayer/App-OpenVR

• Pose represented as 12-channel (per device) 

stream

• 12-channels reshape to 3x4 transformation matrix

• Because it’s easy to use,

• Also that’s what OpenVR gives us.

• Sampling rate is flexible, 1 kHz more than 

adequate.

• Samples are actually “predicted” poses

https://github.com/labstreaminglayer/App-OpenVR


Game Engine Events



/xfleckx/LSL4Unity

FixedUpdate

/labstreaminglayer/liblsl-Csharp

Update

LateUpdate

Render

Animation

Poll Input

Physics

Game 
Logic

Rendering

WaitForEndOfFrame

Developer Entry Points:



Each state transition generates a JSON string which is 
emitted over LSL.



Update

LateUpdate

Render

Animation

Poll Input

GPU

Frame Buffer

Swap Pixels

Photodiode

Latency Jitter
Serial Port

.nev

cbSdk
Comment

.nev
LSL 

Markers
.xdf



Update

LateUpdate

Render

Animation

Poll Input

GPU

Frame Buffer

Swap Pixels

Photodiode

Latency Jitter
Serial Port

.nev

cbSdk
Comment

.nev
LSL 

Markers
.xdf



Update

LateUpdate

Render

Animation

Poll Input

GPU

Frame Buffer

Swap Pixels

Latency Jitter
Serial Port

.nev

cbSdk
Comment

.nev
LSL String

.xdf



Update

LateUpdate

Render

Animation

Poll Input

GPU

Frame Buffer

Swap Pixels

Latency Jitter
Serial Port

.nev

cbSdk
Comment

.nev
LSL String

.xdf



Summary

• Use waitForEndOfFrame hooks to send triggers.
• LSL markers good enough for video onset.
• But characterize total delay first!

• Audio events should be recorded (with mirror)
• Not shown: Audio latency can be made more 

consistent by having the engine continuously 
output audio.
• But still bad.



Eye Tracker



Pupil Service
Subscribe

Plugin
Interface

LSL

/pupil-labs/hmd-eyes

/pupil-labs/pupil

/labstreaminglayer/App-PupilLabs

1 Stream, 22 channels:
Confidence, gaze on screen, gaze in 
world, pupil diameter, etc.



• https://github.com/labstreaminglayer/App-SMIEyetracker
• https://github.com/labstreaminglayer/App-Tobii
• https://github.com/labstreaminglayer/App-TobiiPro

https://github.com/labstreaminglayer/App-SMIEyetracker
https://github.com/labstreaminglayer/App-Tobii
https://github.com/labstreaminglayer/App-TobiiPro


• SachsLab/custom_neuropype/NSLRHMM.py

https://github.com/SachsLab/custom_neuropype


Streaming Intracranial Neurophysiology



Neural data can be high 
dimensional

Examples of Matrix-Encoded Data
1. Gene Expression

dissection dissociation
single-cell

sequencing
data matrix holding

transcript counts

(schematic adapted from La Manno & Gyllborg et al., 2016)

2. Neural Activity
smoothed or
trial-averaged

time

ne
ur

on
s

time

ne
ur

on
s

raw spikes

https://github.com/ahwillia. @ItsNeuronal

NeuroPixel Neuralink

https://github.com/ahwillia


Recordings from a 96/128 channel Utah 
Arrays in the lateral prefrontal cortex and/or 
primary motor cortex.

Neural data can be high 
dimensional



Invasive Source Considerations

• Huge amount of data
• 256 channels * 30 kHz * 16 bits = 15.36 MB/s
• Can your network handle it?
• Can your data storage handle it?

• How to represent the different types of data?
• LFP
• Spike events
• Waveforms



Raw data @ 30 kHz

Local field potentials (≤ 250 Hz)
Frequency (Hz)

Fi
lte

r

LFP Stream:
• 1 kHz
• N channels

• (1 channel per electrode)



Spike data (250 – 7500Hz)

Frequency (Hz)

Fi
lte

r

Spike waveforms

Spike events



Sorted SpikesThreshold crossings

Principal components



Waveform stream:
• Int16
• irregular rate à one sample per waveform
• 50 “channels” à electrode_id, waveform_id (1-5), 48 time points



Spike Events

Channel

Samp. Ind.

2-channel Int32 stream (~40 hrs of unique samp. inds.)

Sparse Matrix



Invasive Source Summary

• Huge amount of data
• 256 channels * 30 kHz * 16 bits = 15.36 MB/s
• Can your network handle it?
• Can your data storage handle it?

• Data are already accessible on the network
• https://github.com/dashesy/CereLink

• https://github.com/labstreaminglayer/App-BlackrockTimestamps
• Streams hardware sample number with LSL timestamps.

https://github.com/dashesy/CereLink
https://github.com/labstreaminglayer/App-BlackrockTimestamps


Remote Control 
LabRecorder



Lab
Recorder

Remote
Control
Socket

Postdoctoral Fellow
Guillaume Doucet

(Qt: change filename, 
start/stop recording)

Python

Matlab

C#
(Unity)

ipe = new IPEndPoint(IPAddress.Parse(LRInIP), LRInPort);
lrSocket = new Socket(ipe.AddressFamily, SocketType.Stream,

ProtocolType.Tcp);
lrSocket.Connect(ipe);
string msg = "start\n";
Byte[] bytesSend = Encoding.UTF8.GetBytes(msg);
lrSocket.Send(bytesSend);
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